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CASE STUDIES

 Modern network architectures 

 Inception  (GoogLeNet)

 ResNet

 ResNeXt

 DenseNet
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TO CREATE BETTER DEEP LEARNING MODEL

 You can just make a bigger model, either in the 

number of layers, or the number of neurons in each 

layer. 

 But this can often create complications:

 Bigger the model, more vulnerable to overfitting.

 This is particularly noticeable when the training data is small

 Increasing the number of parameters means you 

need to increase your existing computational 

resources.
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ILSVRC 2014 CLASSIFICATION CHALLENGE

IMAGENET2014
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GOOGLENET

 Dataset: ILSVRC2014  (ImageNet2014)

 12 times fewer parameters than AlexNet, while 

being significantly more accurate.

 AlexNet: 60M parameters

 GoogLeNet: 4M parameters
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GOOGLENET (KERNEL SIZE)

One focus of GoogLeNet was to address the

question of which sized convolution kernels are

best.

Previous popular networks employed choices as

small as 1×1 and as large as 11×11.

One insight in GoogLeNet was that sometimes it

can be advantageous to employ a combination of

variously-sized kernels.
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INCEPTION BLOCK

THE BASIC CONVOLUTIONAL BLOCK IN GOOGLENET
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INCEPTION BLOCK

 It consists of four parallel paths. 

 The first three paths use 1×1 ,  3×3 , and  5×5 conv. layers 

to extract information from different spatial sizes. 

 The middle two paths perform a  1×1  convolution on the 

input to reduce the number of channels. 

 The fourth path uses a  3×3  maximum pooling layer, 

followed by a  1×1  convolutional layer to change the 

number of channels. 

 The four paths all use appropriate padding to give the 

input and output the same height and width. 

 Finally, the outputs along each path are concatenated
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Convolution

Pooling

Softmax

Other

9 INCEPTION MODULES
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Inception

Width of inception modules ranges from 256 filters to 1024.

Can remove fully connected layers on top completely.

256 480 480
512

512 512
832 832 1024



THE GOOGLENET

ARCHITECTURE



THE GOOGLENET ARCHITECTURE
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GOOGLENET ARCH.(IN,1,2)

 The size of input is 224*224

in the RGB color space with

zero mean.

 The first module uses a 64-

channel 7×7 conv. layer.

 The second module uses

two conv. layers:

 first, a 64-channel 1×1 conv.

layer,

 Second 3×3 conv. layer

 This layer triples the

number of channels.
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GOOGLENET ARCH.(3)

 The third module connects

two complete Inception

blocks in series.

 The number of output

channels of the first

Inception block is

64+128+32+32=256.

 The number of output

channels of the second

Inception block is

increased to

128+192+96+64=480.
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GOOGLENET ARCH.(4)

 The fourth module is more

complicated.

 It connects five Inception

blocks in series, and they

have

192+208+48+64=512

160+224+64+64=512

128+256+64+64=512

112+288+64+64=528

256+320+128+128=832

output channels, respectively.
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GOOGLENET ARCH.(5)

 The fifth module has two
Inception blocks with
256+320+128+128=832 and
384+384+128+128=1024 output
channels.

 It should be noted that the fifth
block is followed by the output
layer.

 This block uses the global average
pooling layer to change the height
and width of each channel to 1.

 Finally, we turn the output into a
two-dimensional array followed
by a FC layer whose number of
outputs is the number of label
classes.
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GOOGLENET

THE NUMBER OF LAYER

 The network is 22 layers

deep when counting only

layers with parameters (or

27 layers if we also count

pooling).

 The overall number of

layers (independent

building blocks) used for

the construction of the

network is about 100
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RESNET

 Deep CNNs have led to a series of

breakthroughs for image classification.

 Deep networks naturally integrate low/mid/high

level features in an end-to-end multilayer

fashion,

 The “levels” of features can be enriched by the

number of stacked layers (depth).
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RESNET

 Driven by the significance of depth, a question

arises:

Is learning better networks as easy as

stacking more layers?

 An obstacle to answering this question was the

notorious problem of vanishing/exploding gradients,

which prevent convergence from the beginning.

 This problem, however, has been largely addressed

by normalized initialization and intermediate

normalization layers, which enable networks with

tens of layers to start converging for stochastic

gradient descent (SGD) with backpropagation.
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DEGRADATION PROBLEM
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RESNET

 A widely observed phenomenon in deep learning

is the degradation problem: increasing the depth

of a network leads to a decrease in performance

on both test and training data

 Unexpectedly, such degradation is not caused by

overfitting.
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A REGULAR BLOCK (LEFT) AND A RESIDUAL BLOCK (RIGHT)
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RESNET BLOCK

 ResNet follows VGG’s full

3×3 convolutional layer

design.

 The residual block has two

3×3 convolutional layers.

 This kind of design

requires that the output of

the two convolutional

layers has to be of the

same shape as the input,

so that they can be added

together.
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THE RESNET-18 ARCHITECTURE

Block

Module
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RESNET MODEL

(FIRST TWO LAYERS )

They are the same as those of the

GoogLeNet:

the 7×7 convolutional layer with

64 output channels and a stride of

2 is followed by the 3×3

maximum pooling layer with a

stride of 2.

The difference is the batch

normalization layer added after

each convolutional layer in

ResNet.
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RESNET MODEL

ResNet uses four modules.

Two residual blocks are used for

each module.

The number of channels in the

first module is the same as the

number of input channels.

A max pooling layer with a stride

of 2 has already been used

between two blocks in each

module.
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RESNET MODEL

 In the first residual block for

each of the subsequent modules,

the number of channels is

doubled compared with that of

the previous module.

 Finally, just like GoogLeNet, we

add a global average pooling

layer, followed by the fully-

connected layer output.
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RESNET MODELS - LAYERS

 There are 4 convolutional layers in each module
(excluding the 1×1 convolutional layer).
Together with the first 7×7 convolutional layer
and the final fully-connected layer, there are 18
layers in total. Therefore, this model is
commonly known as ResNet-18.

 By configuring different numbers of channels
and residual blocks in the module, we can create
different ResNet models, such as the deeper 152-
layer ResNet-152.

 Although the main architecture of ResNet is
similar to that of GoogLeNet, ResNet’s structure
is simpler and easier to modify.
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THE RESNET-18 ARCHITECTURE
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THE STRUCTURE OF RESNET
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BATCH NORMALIZATION

 Batch normalization is one of the reasons why deep
learning has made such outstanding progress in
recent years.

 It enables the use of higher learning rates, greatly
accelerating the learning process.

 "covariate shift“ refers to the change in the
distribution of the input values to a learning
algorithm.

 For instance, if the train and test sets come from
entirely different sources (e.g. training images come
from the web while test images are pictures taken on
the iPhone), the distributions would differ.

 The reason covariance shift can be a problem is that
the behavior of machine learning algorithms can
change when the input distribution changes.
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BATCH NORMALIZATION

 The basic idea behind batch normalization is to

limit covariate shift by normalizing the

activations of each layer (transforming the

inputs to be mean 0 and unit variance).

 This allows each layer to learn on a more stable

distribution of inputs, and would thus accelerate

the training of the network.
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DENSENET2017

 The name DenseNet arises from the fact that 

the dependency graph between variables 

becomes quite dense. 

 The last layer of such a chain is densely 

connected to all previous layers.
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THE MAIN DIFFERENCE

BETWEEN RESNET AND DENSENET

 The main difference between ResNet (left) and

DenseNet (right) in cross-layer connections: use of

addition and use of concatenation.
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DENSENET ARCHITECTURE

 The main components that compose a DenseNet 

are

 dense blocks and

 transition layers. 

 The former define how the inputs and outputs 

are concatenated, while the latter control the 

number of channels so that it is not too large.
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A DEEP DENSENET WITH THREE DENSE BLOCKS

The layers between two adjacent blocks are referred to 

as transition layers and change feature-map sizes via 

convolution and pooling.

A dense block consists of multiple convolution blocks, 

each using the same number of output channels. 

In the forward propagation, however, we concatenate 

the input and output of each convolution block on the 

channel dimension.



TRANSITION LAYER

Since each dense block will increase the number of

channels, adding too many of them will lead to an

excessively complex model.

A transition layer is used to control the complexity of

the model.

It reduces the number of channels by using the 1×1

convolutional layer and halves the height and width of

the average pooling layer with a stride of 2, further

reducing the complexity of the model.



DENSENET-121

DenseNet-121 was used in our proposed network 

architecture, in which each layer was directly 

connected to every other layer in a feed-forward 

fashion. 

It consists four dense blocks, three transition layers 

and a total of 121 layers (117-conv, 3-transition, and 1-

classification). 

Each conv layer corresponds to a composite sequence 

of operations consisting of batch normalization (BN-

Relu-Conv). 

The Classification subnetwork includes 7 × 7 global 

average pooling, 1000D fully-connected layer, and 

softmax.



DENSENET ARCHITECTURES FOR IMAGENET

(6+12+24+16)*2+1=117



NUMBER OF PARAMETERS

LeNet >  60K

AlexNet >  60.97M

VGGNet16       >  138.36M

GoogLeNet       >  4M

ResNet-18        > 11M

DenseNet-121  >  8M



THE PERFORMANCE OF DL REGARDING THE

AMOUNT OF DATA



TRANSFER LEARNING

The knowledge of an already trained machine

learning model is applied to a different but related

problem. We transfer the weights that a network has

learned at "task A" to a new "task B.“

The general idea is to use the knowledge a model has

learned from a task with a lot of available labeled training

data in a new task that doesn't have much data.

Instead of starting the learning process from scratch,

we start with patterns learned from solving a related task.

Transfer learning is mostly used in computer vision and

natural language processing tasks like sentiment analysis

due to the huge amount of computational power required.



TRANSFER LEARNING IN COMPUTER VISION

In computer vision, for

example, neural networks

usually try to detect

edges in the earlier

layers, shapes in

the middle layer and

some task-specific

features in the later

layers. In transfer

learning, the early and

middle layers are used

and we only retrain the

latter layers.



TRANSFER LEARNING ADVANTAGES

Transfer learning has several benefits, but the main

advantages are saving training time, better

performance of neural networks (in most cases),

and not needing a lot of data.

Another approach is to use deep learning to discover

the best representation of your problem, which means

finding the most important features. This approach is

also known as representation learning, and can often

result in a much better performance than can be

obtained with hand-designed representation.
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